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Abstract

Time series management is a very important task for financial institutions like banks. It
serves as a basis for services like investment research or portfolio management. A time
series management system (TSMS) has to provide specific data management functio-
nality [DKS93]. An important aspect of a TSMS is interoperability between different
time series bases and between time series bases and external data sources or client
applications. These components are highly heterogeneous and autonomous, so that in-
tegration is difficult to realize. In this paper, we describe which problems this integra-
tion poses, and the direction our solution is heading into. The data exchange is influen-
ced by several relevant factors: The source object, the target object, the data model, the
data schema, the data location, the consistency requirements, the scheduling of the
data exchange, the exchange facility, and the communication mechanism. The goal of
our project is to set up data exchange automatically, based upon a declarative specifi-

cation mechanism.

1 Introduction

The paper is organized as follows: Chap-
ter two gives an overview over related re-
search work. Chapter three describes the
TSMS project in general and its interope-
rability aspects in particular. Chapter
four introduces a model of data exchange
within the TSMS and between the TSMS
and external sources or client applicati-
ons. Chapter five explains the concepts of
our solution. Chapter six makes a
conclusion.

2 Related Research

21 Heterogeneous Database
Systems

We distinguish between tightly and
loosely coupled systems [SL90]. There are
at least three topics in the area of tightly
coupled systems that are also of interest
to our project: Global data models
[BND90, PM88], schema analysis,
schema integration [BLN86, SH92,
SMO91]. Loosely coupled systems have
more in common with our project than
tightly coupled systems. One topic to
study are multidatabase languages
[LMR90]. They may help to specify the
data exchange between two heteroge-
neous components. Loosely coupled sy-
stems also deal with the maintenance of

data consistency between autonomous
components.

22 Work Flow Management Sy-
stems

A work flow is an activity that involves
multiple related tasks executed by diffe-
rent entities [Shet93]. Work flow activi-
ties usually have to deal with different
databases on different systems, so they
face problems similar to ours.

2.3 Distributed Systems

There is ongoing research in the domain of
toolkits for distributed systems, e.g., Ar-
juna or ELECTRA [Maff93]. They are
supposed to ease the development of dis-
tributed systems, e.g., by providing fault
tolerance or location transparency.

24 Data Formats

A possible topic of interest are data for-
mats which are specifically suited for
data exchange. There exist many propo-
sals for such formats. They are mainly
designed for specific application classes,
e.g., CAD. We will check whether there
are formats that are suitable for our ap-
plication domain. In the EDI (electronic
data interchange) area, for example, there
are currently many ongoing efforts for the
standardization of data interchange, like
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EDIFACT for commerce, or SWIFT for
data interchange between banks.

A second issue in this area are self de-
scribing data formats like "Standard
Format Data Units" (SFDU) [LMR90] or
"Flexible Image Transport System" (FITS)
[Well]. Self describing data formats re-
qguire no global schema and preserve
component autonomy. SFDU incorporate
a reference to a meta object that is known
in the entire system and that can interpret
the data of the unit.

3 The Time Series Manage-
ment System Project

3.1 Time Series Management as a
Special Purpose Application
Domain

Time series are a very important kind of
data for economic, financial and other
scientific research activities. At Union
Bank of Switzerland (UBS), several de-
partments work intensively with time se-
ries, e.g., the Economic Research Group,
Asset Allocation and International Port-
folio Management, or Broker Research.
Within the whole bank, there are several
thousands of time series used. This makes
their management a difficult task.
Different departments may collect the
same time series. Moreover, it is proble-
matic to find the time series relevant to a
certain task. Up to now, time series have
been stored in files or in general purpose
database systems. This solution turned
out to be inappropriate. Therefore, UBI-
LAB, the information technology labora-
tory of Union Bank of Switzerland, deci-
ded to develop a TSMS, i.e., a database
system that is especially tailored to
handle time series data. It will have the
following characteristics:

= Its data model, i.e., the structural
elements and the functional capabi-
lities, is exactly designed for time
series data.

= |t provides functionality for stati-
stical data quality management.

= |t allows to import data from va-
rious kinds of external data sources,
exchange data between different
time series bases, and export data
to various client applications.

In the rest of this paper, we will only treat
the last aspect, i.e., data exchange. A
more detailed description of the TSMS
project in general can be found in
[DKS93].

A time series management system has to
deal with many different, heterogeneous
components. The autonomy of these
components has to be preserved, because
they are supposed to be used as inde-
pendently as before. These reasons led us
to the conclusion that we have to build a
loosely coupled system. The fact that we
only have to deal with a very specific
application domain and therefore with
rather uniform data reduces the comple-
xity of our system.

3.2 Overview of the General Sy-
stem Architecture

Figure 1 shows the general system archi-
tecture of the time series management sy-
stem and its environment.

Our TSMS is a system of time series bases
that exchange data between each others.
Some of these time series bases also
import data from external sources, and
others exchange data with client
applications.

33 Components
3.3.1 External Data Sources

The most important external data sources
are commercial data providers and cen-
tral databases within the bank. Data
from commercial data providers can be
received as files, via online data streams,
or they can be imported from online da-
tabases. An example for file delivery is
HIKU (historical courses) from the Swiss
company Telekurs. Selectfeed from
Reuters is an example for an online data
stream. Online databases are, e.g., opera-
ted by the WEFA group. They are auto-
nomous and entirely read-only. The
connection is often based on packet swit-
ching services. Central databases also
play an important role in the TSMS envi-
ronment. At UBS, a central database sto-
res a huge quantity of financial data.

These external data sources have the fol-
lowing characteristics:



TSMS

Fig. 1: General System Architecture

= Their data model, data schema, and
data format is usually different
from the TSMS.

= We cannot modify the interface of
these components. E.g., there is
normally no way to get notified
about changes in the data.

= Their access and query possibilities
differ very much.

3.3.2 Time Series Bases

The TSMS contains many different time
series bases. There are public time series
bases, work group bases, and individual
bases. An example for a public time series
base is an OECD database that stores all
the OECD data imported from an
external source. A public time series base
is accessible for all researchers. A work
group time series base belongs to a whole
team of researchers. Most of the data
processing is done in individual time se-
ries bases; work group and public data-
bases serve mainly as a source of raw
data. Researchers get data from a work
group or public data base, process them
in their individual base, and store them
again in a work group or public base,
where they serve as new raw data for
some other work.

The different time series bases use the
same data model (the TSMS data model)
and data format, but they normally have

different schemata, as defined by the in-
dividual researcher.

3.3.3 Applications

Time series are processed by many diffe-
rent tools, e.g., statistic packages,
spreadsheets, and desktop publishing
programs. These tools all use their indivi-
dual data model, format, and schema.

34 Data exchange

There are three categories of data
exchange in our system:

« Data import from external sources
into a time series base.

< Data exchange between different
time series bases.

< Data exchange between time series
bases and applications.

34.1 Data Import from External
Sources

There are no powerful facilities that gua-
rantee consistent data exchange (e.g., no
wrong or double data) between these ex-
ternal sources and the TSMS, we can just
import data from these sources. This ma-
kes data consistency requirements more
difficult to fulfill. Take, for example, data
import from an online data stream: We
must be able to import consistent time se-
ries, even if the connection breaks down



after a partial transmission, and the
transmission is restarted somewhere be-
fore the last transmitted data.

A further problem is the variety of com-
munication means: There are low-level
facilities like DCE-RPC, Internet services
like FTP, distributed system approaches
like CORBA, electronic mail, X.25, simple
dial up phone lines, or even data
exchange via disk/tape. The various
communication means heavily influence
the possible transaction concepts.

Data import from external sources has to
take into consideration that the data mo-
del, the schema and the format of these
sources are different from those of the
TSMS.

Normally, users do not import data di-
rectly from external sources. In general,
there is, e.g., a time series base for OECD
data that imports the data from the ex-
ternal sources. A researcher who needs
OECD data gets them out of the time se-
ries base where they are already in the
appropriate data model and data format.

34.2 Data Exchange between
Different Time Series Bases

Data exchange between time series bases
is bi-directional, in contrast to the pre-
viously explained data import from ex-
ternal sources. Researchers may get raw
data out of the time series bases of their
colleagues, work with these data, e.g., by
adding new estimations, and then restore
them. This means that we will have to
provide more powerful transaction facili-
ties than for unidirectional data import.

We will have to define the consistency re-
guirements for the data exchange that we
can fulfill between different time series
bases. This also depends on the available
communication means. Because the diffe-
rent time series bases often are in the
same LAN, communication means bet-
ween them will often be more powerful
than between time series bases and exter-
nal sources, but there may also be low le-
vel connections like dialup phone lines.

Another point of interest is the scheduling
of the data exchange: Data exchange is
either unique or subscribed.

Data exchange between time series bases
is simpler than import from external

sources, because they do not differ in the
data model and the data format, but only
in the data schema.

34.3 Data Exchange between
Time Series Bases and Client
Applications

This kind of data exchange may be unidi-
rectional, e.g., from a time series base to a
desktop publishing or charting program,
or bi-directional, e.g., a statistics package
gets data from a time series base, proces-
ses them, and feeds them back into the
time series base.

Consistency requirements may vary
heavily. When we export data to a char-
ting tool, we only have to deal with cor-
rect data exchange. When we work with a
statistics package that imports data,
processes them, and transfers them back
into the time series base, we also have to
maintain semantic correctness of the
data.

Like external data sources, client appli-
cations all have their own data model,
schema, and format.

If some applications provide the neces-
sary interfaces, an import and export
facility via mechanisms like DDE would
be an interesting issue.

35 Goals regarding Interopera-
bility

Our TSMS project has the following goals

regarding interoperability:

« Researchers must be able to work
with data from different sources,
whether they are databases, files, or
data streams.

e The TSMS must allow the export of
data to client applications like
charting or statistics packages, and
data processed in such an applica-
tion can be stored back into a time
series base.

= The different sources use different
schemata or even different data
models. Once the connection bet-
ween two sources is set up, the
users should no longer have to di-
stinguish where the data are loca-
ted, which underlying data model



they have and in what schema they
are.

= The system should handle data
exchange using various exchange
facilities and communication me-
chanismes.

= Users must be able to schedule the
data exchange according to several
criteria.

= The system must be able to deal
with components that are loosely
coupled and highly autonomous.

4 A Data Exchange Model

4.1 Overview of the Data
Exchange Model

The data exchange model consists of four
components:

e The source object: It describes the
data to be transferred and its rele-
vant environment from the point of
view of the data producer.

e The target object: It describes the
data to be transferred and its rele-
vant environment from the point of
view of the data consumer.

= The exchange facility: The exchange
facility is the way two components
exchange data. This can be direct
program to program communica-
tion, indirect communication via file
transfer, or a distributed database
system.

e The communication mechanism: This
component describes the technical
means that are available to realize
the exchange facility, like electronic
mail or X.25. They can be from dif-
ferent abstraction levels: We can use
RPCs directly, or we use electronic
mail, which is in turn implemented
with RPCs.

All these components influence the way
data are exchanged by different factors.
Figure 2 gives an overview over this si-
tuation.

4.2 Factors determining the way
data is exchanged

421 Source Object, Target Ob-
ject

The specification of the source and target
objects indicates the data to be exchan-
ged. This description varies heavily, de-
pending on the kind of system the data
object is stored in. An example is the im-
port of a time series from a relational da-
tabase system into a time series base. The
source object is described with an SQL-
guery, e.g., "select price from timeSe-
riesTable where name = "UBS" and year >
1980", while the target object is expressed
according to the TSMS-DML.

422 Data Model, Data Schema,
Data Format

Data model, data schema, and data for-
mat are related terms. Data model means
the logical constructs that are offered by a
DBMS or an application to describe the
data. An example are relations in the re-
lational model. The data schema descri-
bes the way we structure the data accor-
ding to a given data model. There are,
e.g., different ways to partition the in-
formation into relations of the relational
models. The data format describes the
representation of the data. This can be on
a low level, e.g., the Byte ordering of an
integer on different machines. Data for-
mats can also concern a higher level, e.g.,
the ordering of the elements of a time se-
ries. The limit between data format on a
high level and the data schema is fluid.

The different components (databases, ex-
ternal sources, or applications) are either
homogeneous or heterogeneous, with dif-
ferent degrees of heterogeneity. Two
components are homogeneous if they use
the same data model, data schema, and
data format, otherwise they are heteroge-
neous. When we exchange data objects
between two homogeneous components,
no transformation of these data is neces-
sary; for data exchange between two he-
terogeneous components, however, we
must specify a mapping that allows the
data object transformation.
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Fig. 2: Data Exchange Model

For this purpose, we will use techniques
of schema analysis and schema integra-
tion, but we hope to be able to use rather
simple methods, because we have very
special purpose data.

To limit the number of necessary map-
pings, we will define a common data
exchange format, so that we only need
transformations between a specific and
the common exchange format, but no
transformations between specific formats.
For the purposes of the TSMS, we
develop a logical data model that is es-
pecially designed to handle time series
data. We will have to find out whether
this model is also suited for data
exchange or not.

423 Data Location

The data location may be very different,
depending on the kind of data source or
target: When we exchange time series
between two local time series bases, the
location consists of the time series base.
The import of a remote file may require an
Internet address and a pathname of a file.

424 Consistency

Data is consistent when it is semantically
correct. This is a very comprehensive goal.
To reach it, the necessary considerations
already have to be made during the
logical design of the databases. As far as
interoperability is concerned, we have to
fulfill the following requirements:



e The system must be able to
exchange data correctly, i.e., it has
to recover from communication fai-
lures.

« Data has to be delivered in time:
For example, a time series is impor-
ted into another time series base.
Then, some new data values are
appended to the master time series.
Now we have inconsistencies bet-
ween the master time series and its
copy in the other time series base.
We cannot avoid such situations in
any case, and often a certain delay
is tolerable. The degree and the du-
ration of these inconsistencies de-
pend on the applications. This fact
is comparable with the problem of
long transactions in engineering da-
tabases. There are three reasons
why some changes are not transmit-
ted fast enough: The data source
cannot send the changes rapidly
enough, the communication mecha-
nism does not have enough band
width, or the data sink is not able
to absorb the transmitted data
guickly enough. However, we be-
lieve that the absorption capability
of the sink is rather high, because
there is usually just one process
writing a time series, and, further-
more, new data may be appended
to a time series, but old data are
seldom changed.

In a heterogeneous system with highly au-
tonomous components, it is very difficult
to maintain data consistency. The higher
the autonomy of the components is, the
more difficult it becomes to adhere to
consistency requirements.

425 Scheduling

Users may have different requirements
regarding the scheduling of a data
exchange: It may be unique or subscribed.

Unique data exchange means that a user
gets some data once and has no need for
further updates, respectively he or she
wants to specify explicitly when an im-
port or update of some data takes place.
This solution makes sense in two situati-
ons:

= A researcher does a data analysis
just once. Take, for example, a

portfolio manager who examines the
stock prices of a specific company
and then decides not to include
these stocks in his portfolios.

= Data change very often, or new
data sets are added all the time, but
the user does not depend on the
newest data. The data exchange
costs are reduced in this way. This
may be the case when the portfolio
manager decides to examine the
previously mentioned stocks again
from time to time, but not at regular
intervals.

When a user subscribes to some data, he
or she receives the data for a first time,
and also all subsequent changes or addi-
tions to those data. There are two vari-
ants of subscription:

= A researcher wants some data at
regular intervals. This is useful when
the data are delivered as files from
data providers like Telekurs. Such
companies offer their new data with
regular frequency (mostly daily),
and the time when the new data are
available is known in advance.
Another example is the estimation
of the future inflation rate: Some
base values like the increase of the
money supply are published every
month.

= Data exchange takes place when
some specific event has happened.
An example of such an event is the
modification of a data value. This
solution is chosen when the user
always needs up-to-date data. To
realize such a solution, the system
providing the data must be able to
notify its clients, and the client must
be designed to handle such
messages. An example is the notifi-
cation of a researcher when a stock
price drops below a certain thres-
hold.

When importing data from another time
series base or from an external source, the
exchange may be unique or subscribed.
For exporting data to a client application,
only unique data exchange, i.e., exchange
on demand, will be provided.



426 Exchange Facility

While we intend to realize program to
program communication between diffe-
rent time series bases, there will be either
file transfer or program to program com-
munication between time series bases and
the different external sources or client
applications.

File transfer between external sources or
client applications and time series bases
is considered as a minimal solution that is
always possible to realize when there are
no communication facilities on a higher
level. With many databases and ap-
plications, we can also have program to
program communication, e.g., via mecha-
nisms like Apple's Data Access Language
(DAL), Microsoft’'s Open Database
Connectivity (ODBC) [Udel93b], or Dy-
namic Data Exchange (DDE). With DAL
or ODBC, an application can use a data-
base via SQL-statements. There is also a
standard in this area, the SQL Access
Group Call Level Interface (SAG-CLI).
Data import from online data streams
can also be considered as program to
program communication, but on a very
low level. There is only a very simple pro-
tocol that does not handle things like
connection interruptions, etc.

Between different time series bases, we
intend to realize program to program
communication, or, depending on the
DBMS we use to implement the system,
we can use the facilities of a distributed
database system.

Data exchange between time series bases
and client applications is similar to data
exchange between time series bases and
external sources. File transfer is a minimal
solution, but program to program com-
munication via concepts like DDE is pre-
ferable.

Basically, the available exchange facility
does not influence the possible degree of
consistency that we can reach, but it is
easier to realize with a distributed data-
base system or at least program to pro-
gram communication than with simple file
transfer. A transaction concept that is
implemented with file transfer may result
in unacceptable performance degradation,
so that we prefer to lower the consistency
requirements.

427 Communication Mechanism

There are a variety of possible communi-
cation mechanisms, ranging from simple
concepts like tape (or floppy disk, etc.)
exchange to sophisticated architectures
like CORBA.

Under certain circumstances,
tape/floppy exchange may be the only
communication mechanism between a
time series base and an external source or
client application.

Electronic mail is a rather limited, but
highly available means of data exchange.
We intend to provide a mail-oriented in-
terface to our system, so that we can send
and receive time series data via mail. For
easier integration of mail services into
applications, there will probably be more
and more mail APls. An example for such
an API is MAPI (Microsoft's Messaging
APIl) [Udel93a] for Windows
applications.

Interprocess communication [Stev92] is a
technique for processes to exchange in-
formation. Under UNIX, there are several
IPC-facilities, but most of them are only
designed for communication between
processes on the same host. Moreover,
not all UNIX versions support the same
IPC-facilities.

In a networking environment, there is the
possibility of accessing data via client-
server applications. The component that
asks for the data is considered to be the
client, and the data provider is the server.
A well-known method to implement cli-
ent-server applications is to use Distribu-
ted Computing Environment Remote Pro-
cedure Calls (DCE RPC) from Open Soft-
ware Foundation (OSF) [RKF92, Shir92].
We plan to provide this access facility in
our system.

The Common Object Request Broker Ar-
chitecture (CORBA) from Object Mana-
gement Group (OMG) [OMG91] has goals
which are similar to DCE RPC, but on a
higher level. DCE RPC implement remote
function execution, while CORBA deals
with the notion of objects. It allows to
transparently send requests to remote
objects and to receive their responses. Up
to now, there are only very few CORBA
implementations. If this changes during
the development time of our project, we



would consider to integrate data access
via an Object Request Broker. Toolkits
like Arjuna or ELECTRA are similar to
CORBA. Most of these toolkits are on-
going research projects, and we will have
to study the results to decide whether we
can use them for our purposes.

Communication via file transfer is a pos-
sible solution when there is no online
connection between the different systems.
Two well-known standards for file trans-
fer are FTP (File Transfer Protocol) and
FTAM (File Transfer, Access and Mana-
gement). FTP is a protocol which is im-
plemented on TCP/IP, FTAM is a proto-
col conforming to OSI layer 7. We intend
to incorporate data exchange via FTP in
our system.

The available communication mechanism
influences the choice of the exchange faci-
lity, too. Program to program communi-
cation is at least difficult to realize with
communication mechanism like electronic
mail or FTP, and it becomes very slow.

5 The targeted solution

We want to build a system that fulfills
the goals mentioned in chapter 3.2. This
system should ease the task of building
up a connection between heterogeneous,
autonomous components. Although our
project is situated in the area of time se-
ries management, we hope to find a solu-
tion that is also applicable for similar
kinds of problem domains. In order to be
useful for several applications, we have
to do the following:

e We will develop a specification
formalism that describes all the pa-
rameters necessary for interopera-
bility.

e Qur solution will be incorporated in
an application framework.

A specification formalism has to incorpo-
rate the following parameters, which are
described in chapter 4:

= The source and the target object.

e The data model, the data schema,
and the data format.

= The location of the data.
= Consistency requirements.

e The scheduling of the data
exchange.

= The exchange facility.

e The communication mechanism.

6 Conclusions

Data exchange in a TSMS is a central
aspect of the entire system, and it is em-
phasized much more than in other, com-
mon purpose database systems. The sy-
stem described in this paper mainly
exchanges data by means of replication.
This is a rather pragmatic approach. The
use of this system will show us whether
this is sufficient, or whether a future ver-
sion must be headed towards distributed
transactions or a proxy mechanisms, so
that we need as little data replication as
possible.
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